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Rack monitoring

e Complete chain from
hardware through

EPICS 10C to display.

e What 1t monitors:
Rack protection status
Rack temperatures
Rack fan speeds

Rack status for TEST

Rack protection Good
. .
(1 l I al l S 1 I l Stalled) Temperatures 22.0degC [0.0degC | [0.0degC | [0.0 degC
Fan speeds |0 rpm | [0 rpm | [0 rpm |
[0 rpm | o cpm | jo cpm ]
|D rpm | |D rpm | |D rpm |

|0 rpm | [0 rpm | M&m
TEST Ra
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Photo of unitin HV rack at DAB
(image from Sowjanya's TF5 talk)
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Rack protection/temperature/fan
speed display panel

i overview.opi i rack_display.opi 52 =08

Rack status for TEST

Rack protection Good
Temperatures 22.0degC [0.0degC | |0.0degC |[0.0 degC |
Fan speeds {0 rpm | {0 rppm | [0 rpm |

{0 rpm | {0 rpm | |0 rpm |

Prpm  |[orpm  |[orpm |

{0 rpm | {0 rpm | o r’pkm |

TEST _RackFans_TEST_ 2 5/speed
2013/11/20 10:23:19.748969452 0 INVALID, UDF_ALARM
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Power supply monitoring and
control

* Sowjanya has talked about this in past meetings.

* Types of power supplies:

- “On-detector-power’” and TPC bias (Wiener MPOD)
— Crate power (Wiener PL508)
— Drift HV (Glassman)
- PMT HV (BiRa)
e Only PMT HV and Drift HV will have controls.

- PMT HV will be controlled via EPICS.
— Drift HV will be controlled another way.
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Power supply monitoring and
control progress

e Sowjanya has shown complete chain of EPICS
readout through to CSS displays for Weiner
supplies: On-detector, TPC bias, and crate power

e Just saw Drift HV readout display in earlier talk.
e Drift HV control via Python “80% complete”.

« PMT HYV displays and controls have existed for a
while.
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(insert graphics of power supply
panels from previous talks here)
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Cryo data

e Long list of 135 variables being monitored by
cryogenics system.

— Gas analyzers, temperatures, pressures, flows...

e As said in Brian Rebel's talk today, Ben Carls reads
the data from 1Fix safely so no one else has to.

e Data goes to a text file on uboonedag-smc.tnal.gov.

e A simple Python program will read this, write values
to “soft” epics channels using PyEpics module.
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https://cdcvs.fnal.gov/redmine/projects/uboonedaq/wiki/Dbvariables#Cryogenics-Monitoring-variables

Gas analyzers

(slide from Ben)

Q.

* Four gas analyzers to measure
concentrations of H20, 02, and N2

- 0O2: two Servomex sensors cover ranges
of 0-500 ppm and 0-20 ppm (only goes
to 75 ppt)

— H20: Tiger Optics Halo+, good to 1 ppb
— N2:LDetek LD8000, good to 0.1 ppm

e We can measure concentrations off of
the cryostat and of delivered argon.

e Gas analyzers do not have the range to
cover the purities with which
MicroBooNE will operate, purity
monitors and the TPC are much more
relevant calibrations wise.

T
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Reading the gas analyzers and other
cryogenics equipment

* The gas analyzers and the other cryogenics equipment are read out by a
PLC, which relays that to a Kepware OPC server running on Windows
 The Kepware OPC server and iFix run the MicroBooNE cryogenics system

* This makes getting data difficult though, especially if you don’t want to
mess with Windows

PLC

> Kepware PC

Gas analyzers
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Reading the gas analyzers and other
cryogenics equipment (2)

e Using knowledge gained from LAPD, we read out the gas
analyzers using a Java client running on a linux box

* We still need to work on getting that information to EPICS.
[We will use similar software as for Weather and IFFBeamData import.]

2013/11/21

Gas analyzers
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PLC > Kepware PC >

Java client

(via text file)

\%
EPICS
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Cryo data progress

e Data from all variables currently being written to the
text file on uboonedag-smc.tnal.gov.

MM/dd/yyyy hh:mm:ss a PT102 LT122 TE123 LT124 LT125 ..
11/21/2013 07:10:06 AMO0.0 0.0 851.1001 0.0 Error

11/21/2013 07:15:08 aM 0.0 0.0 851.1001 0.0 Error ..

e The Python program for EPICS 1s ~90% complete:
- Read text file? — checked, works.
— Write values to EPICS from Python? — checked, works.
— Actually running on uboonedag-smc.fnal.gov? — soon.

— Display panels? —not yet. (What values are actually
interesting for the experiment?)
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IFBeamData

e Data on neutrino beams for all Intensity Frontier
experiments provided by server at

http://1ftb-data.tnal.gov:8089/ifbeam/data/index

e There are several data “bundles’” with names like
“BoosterNeutrinoBeam”, “NuMI All”’, “Weather”.

e Example data:

Name,Time,Clock,Units,Value (s)
m:blow,2013-11-21T711:09:43.752000-06:00,1385053783752,MPH,0.260546875
m:humid,2013-11-21T11:09:43.752000-06:00,1385053783752,%RH,20.3051567078

m:outtmp,2013-11-21T11:09:43.752000-06:00,1385053783752,DegF,47.96069269
m:watsun,2013-11-21T11:09:43.752000-06:00,1385053783752,W/SM,94.832154091
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http://ifb-data.fnal.gov:8089/ifbeam/data/index

IFBeamData used by DAQ and
slowmon

e [FBeamData can give latest value read, or can give a
history of beam for every pulse for any time range,
if you ask 1t. But there's a latency for big requests.

e Zarko has a system to read the every-pulse history
and merge 1t with the DAQ data periodically.

e Slow monitoring will sample recent values every
minute, providing status to us in closer to real time.

e Have been using “Weather” bundle for testing since
July.
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Control System Studio GUI screen
showing archived weather data

File Edit €SS Window Help
ME| . EE | sav b

4" Archive ... 2 |%5 Navigator| = O || & main.opi i1 rack_display.opi ‘4 overview.opi ¢ *<MNot saved to file> 2 =0
URL: [jdbc:postgresql:/ic < | [nfol || 22| |+ | ke|m. |4k =] & & ||| @ | @] @] <] -]
[ ” 34.794 = :
Il Mame Descri, Key ] |Open start/end time dialog b0x|
||| rdo  Postgr, 1 1
u ]
= 20
1]
-]
10
L] m |E| ]
Pattern: |*Weatt| v | | Search | -2.24 5 NSAIAAASNRAAAMS LA RARALA ARAAS AL ALAE siaAsn
& i J 2013-05-24 2013-06-19 2013-07-16 2013-08-12 2013-09-08 2013-10-05 2013-11-20
O Add... @ Replace: [] Reg.Exp. 00:45:43 y 01:46:45
= Time
| '_“_{,h_‘f’_rn%m_m, e N —— FMNAL WeatherStation_0_Temperature
FNAL WeatherStation_0_Temj ni =
= Properties 22 | i=] Export Samples B o T =0

FNAL WeatherStation 0 Time i

FN/ -TFCICES-;Time Axis | Value Axes  Misc.
FNAL WeatherStation 0 Winc n

Il || | FNAL_WeatherStation_0_Wing r
FNAL WeatherStation 0 Winc i
FNAL WeatherStation_1a_Age ni

Show Item (PV, Formi Display Name @ Colo Scan Peri Buffer Siz Widt Axis Trace Type Request | Inde:

FNAL WeatherStation 1 Age | Sl e Sotees -

: ) |
FNAL_WeatherStation_la_Teni ni Name e Bl
e e o N RDB i1 : jdbc:postgresql://localhost/slowmoncon_archive

(<] 1w [ |j A P : = |

Data can also be retrieved directly from the SQL database if desired.
(All the plots of history data in past talks were obtained that way.)
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IFBeam data progress

e Data from the Weather bundle being read every
minute, written to “soft” channel on uboonedaq-
smc.fnal.gov, archived, available to display.

* [ have no good reason not to do the same with the
BoosterBeamData or NuMI All bundles. So that's
next. (99.9% done, just configuration settings.)

e Alarm settings and displays would be next.
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Other data sources

e Indoor environment: Do we need anything except
temperature?

 DAQ status: Read from “Ganglia” files using
existing tools that write text files. Dave McKee
wrote an IOC for this, or we can use the same text-
reading tool as for Weather and beam data.

e Computer status: Read from “1pmitool” status
(Sowjanya and Eric).

e Laser: Thomas Strauss working on this.
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Other software to configured

ble Ear LS5 Wndow Help

(o} 5 =M &
[ iHor zakor £/0ara srowser | #aiarm|
8" Alarm Acea Penel 5 = B //& Alarm Table @ Annunciator 52 =e|,
) e 1110 2115:00.06 000243 alam STATE COMUNSTaPSSHIAECCHA OK Ok DX C.
e e ‘mm S [ e aam state comaunstars sriaeccnan o |RBRIRN
() s anons e STATE COMLN.CORSFACSLpper:® OK OF OK €.
arm handler BEEE S
Fz Alam Tree 2 =l s a0/1006 alarm STATE COAALM-BTaPS3HLAE:CCHKIN) OK OK  OK O,
O e Py Py slarm STATE COMLNCOASFAC SopperiNl O .
e 7w A S1A1E COMALNCORSAC SDpperN o] |
R s onom e STATE COAALNBTPS SHIAE.CCHRN] o
o s oo o STATE COMALN.COASFAC Supper.N  OK
o 1 i o STATE COMALNCOASFAC Sapperitl  H
ﬁ AN, W e o STATE COMLMBTaPSSHIAECCHAY  OK
— nO er S an Z]I’ On I’O S em e g 2 o AT A COMALNCURSALISDRPELN 0K
y I 1 o aarm STATE ComALNCOASHAC spperiN o :
Y o W o e STATE COMALN.COASPAC Sopper:N O
o 15 o o STATE COMALNCOASAC Sapperitl o
S L b @ Systam: Safety 15 2011/10/96 14:14:50.543  00:00:06 alarm STATE COAALM:COASFAT:Stopper:N  OK
1 i s STATE COMALNBTars SHIAECCHAN]  HoH
° 1 2011/10/%6 alarm STATE COAALM.COASFAC.Stopper. N OK 3
» oo o STATE COMALNCOASFAC Sapperit  H !
a anons sarm STATE COMUMREA WS OK .
h t t . / / . » anioss s STATE COMALNFA ARWLICLALLOK 0K .
epaner.Ke 1calencs aners/tua a0 s s s Comnn iy b o
(x11 | C
. e loggedn

- Provides pop-ups, annunciator, logging, messaging when
channel goes 1nto “minor’” or “major” severity state.

— Has provision to acknowledge alarms on certain channels,
etc.

* Displays

— We have lots of displays. Need to put together in usable,
navigable form.
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http://epaper.kek.jp/icalepcs2009/papers/tua001.pdf

An overview of the rack layout

2013/11/21

Network Cable Plant

M .
|
RED: Copper (Cat6?) | Comp DAQI DAQ2 | DAQ3 | DAQ4 CO
: 14'-3"
BLACK: Standard MM Fiber - Room 16+ 1| 10+1 2 B
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\ % - - - 18 standard MM fiber
\ A 4. 4-0" - 43 short copper that only run within a rack
\ _ BOTTOM FLOOR: [ 16" T 71.9n - | fiber termination box on TPCI and trunk line
S In computer room:
g 11'-1. 51 copper cables between DAQ and ACC/COM
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4 s, - Fiber termination box on ACC/COM

Fricay, August 16, 13

- At least 5| copper ports on ACC/COM
- At least | 8 fiber ports on ACC/COM

(slide 2.from BryceLittlejohn uB-dac:2662-vS)
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* Eventually a button for each rack. (“Disconnected” means the IOC is off.)

2013/11

New overview display

o | riew.opi £ i rack_display.opi = 0
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People to thank

Category Subsystem Contact person (device) Contact person (control/monitor)
RackTemps
rack monitor  RackFans Dave Huffman Glenn Horton-Smith
RackProt
OnDetectorPower Cheng-Yi Chi (electronics); Linda

Bagby

Cheng-Yi Chi (DAQ and trigger);
Matt Toups (PMT); Bryce Littlejohn,

CrateRalls Dave Huffman, Linda Bagby (power
power supply supplies) Sowjanya Gollapinni
Hucheng Chen (bias); Linda Bagby,
TPCBias Dave Huffman, Bryce Littlejohn
(power supplies)
TPCDrift Sarah Lockwitz, Hans Jostlein
PMT HV Matt Toups
Laser LASER Thomas Strauss Thomas Strauss
. Indoor Dave Huffman .
Environment Weather Glenn Horton-Smith Glenn Horton-Smith
daqg status DAQStatus Eric Church David McKee
ODH Ben Carls .
cryo ArPurity Ben Carls Andrzej Szelc
Cryo Ben Carls (all), Ben Jones (N2) Glenn Horton-Smith
computer status PCStatus Eric Church Sowjanya Gollapinni
beam status Beam Glenn Horton-Smith Glenn Horton-Smith

Plus Ron Rechemacher, Gennadiy, and more. Apologies to anyone | forgot.
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