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Purpose

This plan provides the acquisition strategy to purchase all of the equipment for the MicroBooNE DAQ system.  All of these purchase activities will be accomplished consistent with the Fermilab Procurement Manual.
MicroBooNE DAQ System

MicroBooNE is a neutrino experiment located in the Booster neutrino beam about 73 meters upstream from MiniBooNE in a new enclosure.  The detector is a time projection chamber (TPC) with an optical phototube (PMT) system.  The data acquisition (DAQ) for the full system will take the data as read out from the electronics and write that data out. The DAQ must always be live.  There will be work at the D0 assembly building (DAB) starting Q2, 2012 to begin to develop the DAQ. In Q2, 2013 the system will move to the LAr Test Facility, home to MicroBooNE.

The MicroBooNE DAQ System has several different tasks to accomplish as follows:

1. The untriggered stream of data will be written to local disk.
2. The triggered data will be collated and built into events.
3. The DAQ provides online monitoring of the data.
4. Run Control.
5. Calibration.
6. Slow controls/monitoring of much of the detector hardware.
7. File management.
8. Running data-taking shifts.
The DAQ system has a set of requirements:

	DAQ Requirements

	Task
	Requirement
	Comment

	Untriggered (supernova) data 
	50 MB/sec per machine, 
9 multi-core machines for TPCs. 1 machine for PMTs. Each with many 2 TB disks.
	untriggered data, such as that from a supernova or a desirable cosmogenic K0 will move through a devoted PCIe card on the local machine and will be written straight to disk.

	Triggered Data
	2 MB/sec per machine. Same machines as above.
	BNB, MI, Strobe-triggered data moves into its own PCIe card.  This data will be shipped across network sockets and built on the event builder machine.

	Online Monitoring
	Two multicore machines
	Many LArSoft instances running to do online monitoring of data.

	Slow Controls/Monitoring
	One multi core machine. 

Four 

Single board computers
	Monitor/alarm on hardware state, write to databases. Particularly, power supply voltage/current/state for the on-detector supplies, and the crate electronics supplies and the HV feedthrough supply. 

	Run Control and Calibration
	Responsibilities of above event builder and PMT machines.
	Start and stop data runs. Instructions to walk through calibration runs: controlling function generators, configuring ASICS via on-flange digital I/O boards.

	File management
	Reap untriggered data and triggered data files. Backup to FNAL CD’s  Enstore/SAM.
	Manage ~4 TB/day per machine of untriggered data

	Shift Stations
	2 machines, many monitors at LArTF
	To run DAQ from LArTF, expanding resources to Wilson Hall Shift station after commissioning

	
	
	

	
	
	

	
	
	

	
	
	



The DAQ system is comprised of 17 multi-core linux computer servers and three network switches. We will also buy a driver license for the PCIe-level data acquisition, some inexpensive single board computers, and a few monitors and keyboards. Everything is nearly off-the-shelf. Reading purity monitors requires amplifying a mV level signal to go into the single board computer ADC, which requires engineering/tech participation. Such work falls within WBS 1.7, not the DAQ. Three digital rack temperature gauges are needed for the computer racks. 

DAQ Sub Event Buffer (SEB) computers

Each crate of nine TPC electronics writes two streams of data over dedicated fibers to two PCIe cards in the nine SEB computers. A third PCIe negotiates traffic to the crate controller card. 

The PMT crate sends this same traffic to its three PCIe cards in its SEB computer. A fourth stream, as well, the trigger card data, is sent to the PMT SEB computer. Thus, a fourth PCIe card will be resident in the PMT SEB computer.

As yet, all PCIe cards discussed are the custom cards that will come from NEVIS. The design for getting the absolute beam time into the trigger header is ongoing. The current design calls for accommodation for a fifth PCI GPS card in the PMT SEB computer. An alternative solution is to take an Accelerator Division clock pulse into this machine.

Event Building/Run Control Computer

MicroBooNE DAQ requires a large event building server to run the multi-threaded assembler process which builds events as shipped to it from the SEB computers. It must write files to disk and perhaps connect to the Online machines over sockets. 

We own already one KOI-purchased Opteron (AMD) machine of 16 cores and 4 TB hard-drive space and 16 GB memory for development purposes and another through the same vendor which is 32/18/64.Thus we have confidence that KOI will be a suitable vendor for our computer purchases.
Online Monitoring Computers


We will buy two online monitoring machines from KOI with as many cores as is suitable to run multiple LArSoft instances. 

Slow Monitoring/Control Computers

We will buy one 16-core machine from KOI that is suitable to run the various layers of EPICS slow mon/control software and to hold the EPICS database.

On Platform Computer

We will buy one  N-core machine from KOI that is suitable to serve as the computer on the platform to investigate one crate of electronics at a time during pre-commissioning of the DAQ. This may serve  in the longer term as the needed IPMI server, as well. The IPMI server functions to remotely boot and monitor all the DAQ nodes over the course of the experiment.

On Platform and DAQ Computer Room Peripherals for SEB Computers

We will buy three slide-in/pop-up keyboard/monitors for accessing and working on the on-platform machine and those in the DAQ computer room.

Shift Station Computers

We will buy two N-core machines from KOI that are suitable to run the processes necessary to run  light monitoring processes and to drive two 2-head displays. We will also buy these displays from KOI.
Single Board Computers

The Glomation 9G20 will provide excellent service for monitoring MicroBooNE DAQ computer rack temperatures. These will also be on the platform inside the enclosure for reading/monitoring power supplies and the purity monitors. The DAQ WB1.9 responsibility is for four of these.

Network Switches

The DAQ requires three network switches apart from whatever switch we’re provided to bring the FNAL network to the LArTF enclosure. Two of the network switches we require can be ordinary 100-1000 MBit/sec switches. One is necessary for providing access from the IPMI server to all the other computers for boot purposes. The second switch connects each SEB to the event builder disks, where all shared libraries and executables will live. The third network switch must be 10 GBE and and it is the one over which data from the SEBs will get to the event builder computer.

Assorted Other Parts

Inexpensive digital thermometers DS1624 from Dallas Semiconductors have been identified to monitor temperatures of the DAQ computer racks. We will buy a GPS card of the type Meinberg GPS180PEX for absolute timing to sit in the PMT SEB computer. We may wish to buy more 2 TB disks to fill out the hard drive slots in the SEBs, as CD4 arrives. We will need a pulser like the Sony AFG3000 series to drive the Strobe trigger.

Schedule of Procurement


The project will make the purchases for the CD-3b items as listed below.  The total cost is anticipated to be $150,000.  The WinDriver license will be purchased   1-March-2012. The next SEB computer will be purchased with a GPS PCI card  30-March-2012.  Two Single board computers will be purchased 30-March-2012.  The rest of the equipment requisitions will go out 30-March-2013.

The following table outlines the schedule for the submission of each requisition or purchase order and the preparer of the item.

	Package
	Preparer
	
	Requisition
	Purchase Order

	Jungo WinDriver License
	Eric Church
	
	1-March-2012
	

	PMT SEB computer
	Eric Church
	
	30-March-2012
	

	Glomation 9G20 
	Eric Church
	
	30-March-2012
	

	GPS PCI card
	Eric Church
	
	30-March-2012
	

	DS1624 digital thermometers
	Eric Church
	
	30-March-2012
	

	
	
	
	
	

	Three network switches
	Eric Church
	
	1-March-2013
	

	Ten SEB computers
	Eric Church
	
	1-March-2013
	

	Event Builder Computer
	Eric Church
	
	1-March-2013
	

	Two Online Monitoring computers
	Eric Church
	
	1-March-2013
	

	Slow mon/control 

EPICs computers
	Eric Church
	
	1-March-2013
	

	On-platform computer
	Eric Church
	
	1-March-2013
	

	Three slide-out monitor/keyboards
	Eric Church
	
	1-March-2013
	

	Three Glomation 9G20 SBCs
	Eric Church
	
	1-March-2013
	

	Tektronix AFG3000  pulser
	Eric Church
	
	1-March-2013
	

	Two shift station computers and monitors
	Eric Church
	
	1-March-2013
	

	
	
	
	
	


1
1

[image: image1]